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Overview.

The Miami data server isfa scalable setip
Implemented as ai shared data cluster to
serve HYCOM consortium data products

A combination: off ILAS and OpeNDAP
sofitware s tsed to serve HYCOM

Consertium datal products Whichrare in
NetCDFE fermat

Clrrent: storade capacity’ israboeut 2 2 15



Hardware

An 8 node cluster Is used to
Service reqguests. The master
node;is DELL PewerEdge 2500
with: 4001 GB' storage

Each off the, remaining Nodes
ave two processors andl 1 GB
RAM and 45 GB' disk space

A Network Attached Sterage
device with capacity of 2 B is
Used as the; main storage
device

The cluster is networked by
100 Mbps ethernet




Main Software, Packages

LLAS versions (5.2 and! 6.1)

OpeNDAP (5.5) and Agdredgation: Server
Linux 8,01 Platferm

MySQIL database; system

NetCDF

Apache web; server with Temcat 4.0l for
fFURNRAING SerVIets



What's Available

worNerthr Atlantic datasetsiane available at
An in-heuse OpeNDAP cataleg server Is available at

A non-public:aggregation servertand LAS 6.1 set up
IS avallable at



Future Plans (tor be implemented by
the end ol the, year)

Add storage capacity. torhest 10-15 1B

Make available reference datasets from: the
HYCOMFConsortium

Make public the;aggregation servertand: ICAS) 6 to
participatein the GODAE data sharing project

Develop spitware te enable diagnostic
calculations and make; available these programs
Via remote batch jobr capability



