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ABSTRACT

A fine-resolution (ø3.2 km) Hybrid Coordinate Ocean Model (HYCOM) is used to investigate the impact of
solar radiation attenuation with depth on the predictions of monthly mean sea surface height (SSH), mixed layer
depth (MLD), buoyancy and heat fluxes, and near-sea surface circulation as well. The model uses spatially and
temporally varying attenuation of photosynthetically available radiation (kPAR) climatologies as processed from
the remotely sensed Sea-Viewing Wide Field-of-View Sensor (SeaWiFS) to take water turbidity into account in
the Black Sea. An examination of the kPAR climatology reveals a strong seasonal cycle in the water turbidity,
with a basin-averaged annual climatological mean value of 0.19 m21 over the Black Sea. Climatologically forced
HYCOM simulations demonstrate that shortwave radiation below the mixed layer can be quite different based
on the water turbidity, thereby affecting prediction of upper-ocean quantities in the Black Sea. The clear water
constant solar attenuation depth assumption results in relatively deeper MLD (e.g., ø115 m in winter) in
comparison to standard simulations due to the unrealistically large amount of shortwave radiation below the
mixed layer, up to 100 W m22 during April to October. Such unrealistic sub–mixed layer heating causes weaker
stratification at the base of the mixed layer. The buoyancy gain associated with high solar heating in summer
effectively stabilizes the upper ocean producing shallow mixed layers and elevated SSH over the most of the
Black Sea. In particular, the increased stability resulting from the water turbidity reduces vertical mixing in the
upper ocean and causes changes in surface-layer currents, especially in the easternmost part of the Black Sea.
Monthly mean SSH anomalies from the climatologically forced HYCOM simulations were evaluated against a
monthly mean SSH anomaly climatology, which was constructed using satellite altimeter data from TOPEX/
Poseidon (T/P), Geosat Follow-On (GFO), and the Earth Remote Sensing Satellite-2 (ERS-2) over 1993–2002.
Model–data comparisons show that the basin-averaged root-mean-square (rms) difference is ø4 cm between
the satellite-based SSH climatology and that obtained from HYCOM simulations using spatial and temporal kPAR

fields. In contrast, when all solar radiation is absorbed at the sea surface or clear water constant solar attenuation
depth values of 16.7 m are used in the model simulations, the basin-averaged SSH rms difference with respect
to the climatology is ø6 cm (ø50% more). This demonstrates positive impact from using monthly varying solar
attenuation depths in simulating upper-ocean quantities in the Black Sea. The monthly mean kPAR and SSH
anomaly climatologies presented in this paper can also be used for other Black Sea studies.

1. Introduction and motivation

The available oceanographic survey data is insuffi-
cient to describe upper-ocean quantities in the Black
Sea, in detail. There are some observational studies
(e.g., Oguz and Besiktepe 1999; Zatsepin et al. 2003)
which described upper-ocean circulation in the Black
Sea but the datasets reported from these studies had
limited spatial and temporal scales. Thus, ocean general
circulation models (OGCMs) are particularly useful in
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compensating for the sparseness of the oceanic obser-
vations and in providing a comprehensive picture of
upper-ocean features on a wide variety of temporal and
spatial scales in the Black Sea.

In this paper, we use a fine-resolution (ø3.2 km) Hy-
brid Coordinate Ocean Model (HYCOM) for the Black
Sea (Kara et al. 2005a). The model combines the ad-
vantages of the isopycnal, s and partial-cell z-level co-
ordinates within a single framework to allow the optimal
coordinate choice in simulating coastal and open-ocean
circulation features of the Black Sea. The hybrid co-
ordinate approach in ocean modeling has been devel-
oped to handle the degeneracy of the isopycnic coor-
dinate representation in unstratified or convectively un-
stable water columns (Bleck 2002). The use of fixed-
depth z-level or terrain-following s coordinates in the
upper ocean allows the formulation of turbulent near-
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surface mixing as in the K-Profile-Parameterization
(KPP) theory (Large et al. 1997). The KPP is a first-
order turbulence closure ocean surface boundary layer
model that is intermediate in computational complexity
between bulk mixed layer models and second-order tur-
bulence closures, and it is relatively insensitive to low
vertical resolution.

The vertical distribution of shortwave radiation with-
in the upper ocean becomes a critical issue in predicting
sea surface circulation and sea surface temperature in
the Black Sea as shown by Kara et al. 2005b; (see related
information in Kara et al. 2005a) who used HYCOM
with the KPP mixed layer model. The reason is that
shortwave radiation can penetrate below the mixed layer
even under turbid conditions because the mixed layer
can be very shallow in this region, resulting in desta-
bilization of the thermal stratification. Thus, specific
attention must be given to subsurface heating parame-
terization in an OGCM with a mixed layer. However,
earlier OGCM studies in the Black Sea were limited to
some extent by lack of spatial and temporal water tur-
bidity fields. The effects of turbidity and how it was
treated in the model are not mentioned either (e.g., Oguz
and Malanotte-Rizzoli 1996; Stanev and Staneva 2001;
Staneva et al. 2001). A few remote-sensing studies based
on the TOPEX/Poseidon (T/P) altimetry were used in
explaining Black Sea surface circulation (Korotaev et
al. 1998); however, those studies were mainly obser-
vational and did not consider water turbidity effects on
the circulation directly. With fine vertical grid spacing
near the surface (#3 m) in HYCOM shortwave radiation
attenuation with depth through water turbidity can be
treated as a two-band spectrum, a red spectrum for the
surface layers and a blue spectrum for deeper levels.

The major purposes of this paper are to (i) present
the satellite-based monthly mean kPAR climatology for
use in OGCM applications and biological studies in the
Black Sea, (ii) examine predictions of upper-ocean
quantities from HYCOM with respect to net heat and
buoyancy fluxes using the monthly kPAR climatology, a
subject neither observational studies nor fine-resolution
eddy-resolving OGCM studies have investigated pre-
viously (Kara et al. 2005a examined annual mean), and
(iii) validate model simulations of climatological sea-
sonal variability. Specific attention is given to predic-
tions of mixed layer depth (MLD), sea surface height
(SSH), and surface circulation. In this paper, we do not
explicitly investigate the dynamics of eddy formation
or surface circulation but concentrate on the direct ef-
fects of water turbidity on mixed layer features. Another
major purpose of this paper is to present a monthly mean
SSH climatology constructed from satellite altimeter
data for the Black Sea during 1993–2002, which is later
used for the model validation. The altimeter data include
ground tracks from three satellite systems: 1) The joint
National Aeronautics and Space Administration (NASA)
French TOPEX/Poseidon (T/P), 2) U.S. Navy’s Geosat

Follow-On (GFO), and 3) The European Space Agen-
cy’s Earth Remote-Sensing Satellite-2 (ERS-2).

In section 2, spatial and temporal variability of kPAR

fields are introduced, as well as the relationship between
attenuation depth and MLD. In section 3, a brief de-
scription of the OGCM used in this paper is given. In
section 4, the Black Sea model setup is discussed along
with atmospheric forcing fields used in the simulations.
In section 5, sensitivity of upper-ocean quantities to wa-
ter turbidity over the annual cycle is investigated in the
light of subsurface heating. In section 6, detailed model–
data comparisons are presented using a monthly SSH
anomaly climatology with respect to the annual mean
which is constructed from satellite altimeter data over
a 10-yr period (1993–2002).

2. Monthly turbidity climatology in the Black Sea

The Black Sea (Fig. 1) is a very turbid region as
discussed in Kara et al. 2005a, who introduced the an-
nual mean attenuation depth climatology. Here we ex-
amine the climatological monthly variability of the at-
tenuation depths which will be used in the model sim-
ulations. The climatology was constructed using daily
mean attenuation coefficient data at 490 nm (k490) ob-
tained from the remotely sensed Sea-Viewing Wide
Field-of-view Sensor (SeaWiFS) project (McClain et al.
1998) during 1 October 1997–31 December 2001. The
original daily mean k490 dataset contained data voids
because of cloud coverage and infrequent sampling by
satellite sensors, as well as noise due to sensor limita-
tions. After temporal filling using a one-dimensional
periodic cubic spline, the remaining data voids were
replaced by applying a statistical interpolation (Daley
1991) in space for each individual monthly mean, with
an exponential correlation function assumed for the co-
variance. To obtain the monthly mean turbidity fields,
kPAR values that have a dependence upon a reference
wavelength were used. Such a relationship has been
determined through a set of regressions (Zaneveld et al.
1993).

The monthly mean kPAR was computed from the k490

and spatially interpolated for use in the model as shown
in Fig. 2. Attenuation depth values generally range from
ø3 to 10 m (kPAR values of ø0.3 to 0.1 m21, respec-
tively). In comparison to the interior of the Black Sea,
the coastal waters typically have small kPAR values (i.e.,
less turbidity), especially in spring and summer. The
basin-averaged monthly mean kPAR values (Fig. 3) il-
lustrate the distinct regimes of the lower spring–summer
and higher fall–winter turbidity with an annual mean
value of 0.19 m21.

The pattern of turbidity in the Black Sea can be rough-
ly explained as follows: The high turbidity in the west-
ern part of the basin is due to rivers. In the central and
eastern Black Sea turbidity is higher in the interior and
lower near the boundaries due to the cyclonic interior
circulation. This pattern is influenced by advection and
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FIG. 1. The Black Sea bottom topography (m) used in the HYCOM simulations. It was constructed from the DBDB-V dataset obtained
from NAVOCEANO. In the Black Sea it is the DBDB-1.0, that is, 19 (1 min) resolution. After interpolation to the Black Sea model grid,
the final topography was also smoothed twice with a nine-point smoother to reduce topographic energy generation poorly resolved by the
model grids. Only major rivers named on the map (in green) are used in the model simulations. Two coastal cities, Trabzon and Sinop, used
in the text are also shown (in black) as well as the Crimea and Caucasus Peninsulas. The Bosporus is considered a negative precipitation
field to close the evaporation minus precipitation budget in the Black Sea. The net freshwater balance (Pnet) in the model is expressed as
Pnet 5 E 2 P 1 PRiver 1 PBosp., where E is evaporation, P is precipitation due to rain or snow, PRiver is due to rivers parameterized as
precipitation, and PBosp. is ‘‘negative precipitation’’ (i.e., evaporation) due to the transport from the Bosporus Strait.

by the associated interior upwarping of the isopycnals
(which gives interior upwelling) and downwarping near
the boundaries (which gives downwelling). Because of
the strong, shallow pycnocline, the associated overturn-
ing is shallow and very effective in bringing nutrient-
rich water into the euphotic zone in the interior of the
basin.

The monthly time series of kPAR at some selected lo-
cations (Fig. 4) clearly reveal wide variations in the
amplitude of the annual cycle in the Black Sea. How-
ever, kPAR values in summer are generally smaller than
in other months, consistent with the areal means. At
some locations, kPAR can be very large, for example,
0.48 m21 and 0.34 m21 at (41.48N, 29.18E) and (45.58N,
31.08E), respectively. It is emphasized that we are in-
terested in regions with relatively small kPAR values be-
cause they may induce a change in upper-ocean quan-
tities. All large kPAR values (i.e., kPAR .0.30 m21) result

in complete absorption of the solar radiation within the
mixed layer as shown in Kara et al. (2005a).

From the numerical ocean modeling point of view,
the greatest interest is in situations where subsurface
heating can occur below the mixed layer. Thus, we pro-
vide a brief explanation about shortwave radiation,
MLD, and maximum PAR absorption depth (DC), all of
which are directly related to the subsurface heating and
sub–mixed layer heat budget. Climatological monthly
means of these quantities are shown in Fig. 5 for Feb-
ruary and June. In addition, basin-averaged climatolog-
ical means of these quantities are given in Table 1 by
month. The MLD is defined as the depth at the base of
an isopycnal layer, where the density has changed by a
variable amount, Dst 5 st(T 1 DT, S, 0) 2 st(T, S,
0), from the density at a reference depth of 3 m based
on a chosen DT value (Kara et al. 2000). In this rep-
resentation of MLD, S is the salinity and T is the tem-
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FIG. 2. Climatological monthly mean attenuation of photosynthetically available radiation (kPAR) over the Black Sea. These fields were
processed from the remotely sensed monthly attenuation coefficient at 490 nm (k490), which was acquired from a daily mean SeaWiFS dataset
covering 1 Oct 1997–31 Dec 2001. It is noted that the original k490 dataset from SeaWiFS had some data voids. The data filling of the k490

data using a statistical interpolation proceeds by searching for data voids along latitude transects. Searches along longitude proceed from
west to east, and then from east to west. An interpolating grid box of 5 3 5 centered at the data void is used for the statistical interpolation.
The climatology presented here has high spatial resolution of 9 km (ø1⁄128) over the Black Sea. As seen, the easternmost part of the Black
Sea has the lowest turbidity but the western part of the region (øwest of 338E) has the largest turbidity due to rivers. This is generally true
for all months. Regions where turbidity is the largest are usually in the western part especially during Nov and Dec.

perature. While Kara et al. (2003a) reports that the cho-
sen optimal temperature difference (DT) should be
0.88C, we use a DT value of 0.58C. The reason is that
there is strong density stratification in the Black Sea.
The maximum PAR absorption depth, defined as DC 5
ln(0.01)/kPAR, represents the maximum depth for solar
heating of the upper ocean (Lalli and Parsons 1997).
The kPAR values obtained from SeaWiFS were used to
calculate DC to provide general information about the
layer extending from the surface to the depth of the 1%
light level. Shortwave radiation climatologies at the sea
surface were constructed from the 1.1258 3 1.1258 Eu-
ropean Centre for Medium-Range Weather Forecasts

(ECMWF) Re-Analysis (ERA) product (Gibson et al.
1997) during 1979–93, and from the 1.08 3 1.08 Fleet
Numerical Meteorology and Oceanography Center
(FNMOC) Navy Operational Global Atmospheric Pre-
diction System (NOGAPS) archived operational product
(Rosmond et al. 2002) during 1998–2002, separately.
These are the entire interval over which each product
is available.

During February the MLD and DC are typically be-
tween 20 and 35 m and comparable to each other in the
interior of the region (Figs. 5a,b). In contrast, the sum-
mer MLD is very shallow (ø3 m) in most of the region
and always shallower than DC (Figs. 5c,d). Previously,
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FIG. 3. Basin-averaged monthly mean kPAR (m21) values for the
fields shown in Fig. 2. Also shown is range (minimum and maximum)
of kPAR for each month. The smallest basin-averaged kPAR value is
0.14 m21 in Jun, and the largest is 0.26 m21 in Dec.

FIG. 4. Climatological annual cycle of kPAR (m21) at five different
locations in the Black Sea: near the Bosporus in the southwestern
Black Sea (41.48N, 29.18E); the northwestern shelf (45.58N, 31.08E);
in the interior (43.08N, 34.08E); the northeastern Black Sea (44.08N,
37.08E); and near the northeastern Black Sea coast (41.28N, 40.08E).
Attenuation depth (i.e., ) is calculated using the SeaWiFS-based21kPAR

attenuation coefficients (i.e., kPAR) values.Oguz et al. (2000) reported a maximum value of 50 m
for the light absorption depth, which is roughly consis-
tent with the definition of DC as used in this paper. The
spatial distribution of DC values based on the satellite
data reveals that light absorption depths as large as 50
m are only evident around the Turkish coast and in the
easternmost Black Sea as evident in both February and
June (Figs. 5b,d).

In particular, the Black Sea has a very shallow sum-
mer MLD in comparison to much of the global ocean
(e.g., Kara et al. 2003a). Because the MLD is very shal-
low and kPAR values are generally very large in the Black
Sea, upper-ocean quantities from an OGCM simulation
should show significant differences based on the amount
of solar radiation in summer. Shortwave radiation from
ECMWF and NOGAPS varies greatly over the Black
Sea in February and June (Figs. 5e–h). Shortwave ra-
diation from NOGAPS is always larger than from
ECMWF, and this is true for all months as evident from
basin-averaged mean values (see Table 1). Typically,
the NOGAPS shortwave radiation values are ø25
W m22 greater than ECMWF values throughout the sea-
sonal cycle. The differences are due mostly to differ-
ences in cloudiness and the time periods used to create
climatologies from the two products.

3. Model description

HYCOM contains a total of five prognostic equations:
two for the horizontal velocity components, a mass con-
tinuity or layer thickness tendency equation, and two
conservation equations for a pair of thermodynamic var-
iables, such as salt and temperature or salt and density.
The model behaves like a conventional s (terrain fol-
lowing) model in shallow, unstratified oceanic regions,
like a z-level coordinate model in the mixed layer or
other unstratified regions, and like an isopycnic-coor-
dinate model in stratified regions. Details of the HY-
COM numerics are given in Bleck (2002). The vertical
coordinate evaluation for HYCOM is discussed in Chas-
signet et al. (2003), and the mixed layer/vertical mixing
options in HYCOM are evaluated in Halliwell (2004).
In this paper, the major focus is the variation of upper-

ocean quantities in the Black Sea. Thus, we only provide
a brief description of the KPP mixed layer model and
parameterization of quantities relevant to this study.

The KPP was the first nonslab mixed layer model
(Large et al. 1997) included in HYCOM. It provides
mixing from surface to bottom, smoothly matching the
large surface boundary layer diffusivity/viscosity pro-
files to the weak diapycnal diffusivity/viscosity profiles
of the interior ocean. There are numerous advantages
to this model. In the ocean interior, the contribution of
background internal wave breaking, shear instability
mixing, and double diffusion (both salt fingering and
diffusive instability) are parameterized. In the surface
boundary layer, the influences of wind-driven mixing,
surface buoyancy fluxes, and convective instability are
parameterized. The KPP algorithm also parameterizes
the influence of nonlocal mixing of temperature and
salinity, which permits the development of countergra-
dient fluxes.

The KPP model is semi-implicit, requiring multiple
iterations. For the first iteration, vertical profiles of dif-
fusivity/viscosity coefficients are calculated at model
interfaces from the initial profiles of model variables.
The model variables are then mixed by solving the one-
dimensional vertical diffusion equation at each grid
point. For the second iteration, the vertically mixed pro-
files of model variables are used to estimate new dif-
fusivity/viscosity profiles, which are then used to mix
the original profiles of model variables. This procedure
should be repeated until the mixed profiles of model
variables differ insignificantly from the mixed profiles
obtained from the previous iteration. Given the com-
putational overhead required for each iteration, the HY-
COM tests revealed that two iterations are reasonably
adequate. The KPP algorithm does not require a con-
vection algorithm that mixes adjacent layers when the
upper layer is denser than the lower layer because in
such cases shear instability mixing will be large.

The full KPP procedure is first applied at pressure
grid points, where thermodynamical variables and trac-
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FIG. 5. Climatological mean of various quantities over the Black Sea: (a) Ocean MLD in Feb; (b) max PAR absorption depth DC in Feb;
(c) MLD in Jun; (d) DC in Jun; (e) and (f ) shortwave radiation from ECMWF and NOGAPS, respectively, in Feb; and (g) and (h) shortwave
radiation from ECMWF and NOGAPS, respectively, in Jun.
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TABLE 1. Basin-averaged climatological monthly mean values for MLD, DC calculated using kPAR values from SeaWiFS, and shortwave
radiation from both ECMWF and NOGAPS. Also given are differences in shortwave radiation fluxes between NOGAPS and ECMWF (i.e.,
NOGAPS 2 ECMWF), and between maximum PAR absorption depth and mixed layer depth (i.e., DC 2 MLD) as well. The MLD climatology
for the Black Sea was constructed using temperature and salinity profiles from the 1/88 Generalized Digital Enviromental Model (GDEM)
version 3 climatology (M. Carnes 2003, personal communication), which has 70 levels in the vertical. In the MLD criterion we calculate
the density using the standard United Nations Educational, Scientific, and Cultural Organization (UNESCO) equation of state with no pressure
dependence, that is, zero pressure (Millero et al. 1980; Millero and Poisson 1981).

GDEM MLD (m) SeaWIFS DC (m) Diff (m)
ECMWF SW rad*

(W m22)
NOGAPS SW rad*

(W m22) Diff (W m22)

Jan
Feb
Mar
Apr
May
Jun

20.4
17.0
11.1

4.6
3.2
3.0

24.1
26.7
24.7
29.7
30.0
30.5

3.7
9.7

13.6
25.1
26.8
27.5

38.8
70.2

123.7
176.2
218.6
236.3

62.8
94.0

147.4
208.0
246.6
265.7

24.0
23.8
23.7
31.8
28.0
29.4

Jul
Aug
Sep
Oct
Nov
Dec

3.3
4.6
6.1
9.7

13.1
14.8

34.1
31.9
24.9
21.0
20.0
18.8

30.8
27.3
18.8
11.3

6.9
4.0

227.8
199.4
149.1

92.6
48.9
32.5

264.9
230.0
176.4
121.7

78.0
54.3

37.1
30.6
27.3
29.1
29.1
21.8

*rad 5 radiation

ers are mixed. HYCOM is on a C-grid so momentum
components are first horizontally interpolated to the
pressure grid points. After completing the iterative pro-
cedure at pressure points, mixing is performed at mo-
mentum (u and y) points by interpolating the final vis-
cosity profiles at the pressure points to the momentum
points, then solving the vertical diffusion equation. The
full iterative procedure is therefore not required at the
momentum points.

a. Mixed layer depth
In the model, the turbulent surface boundary layer is

calculated as part of KPP, while the MLD is a diagnostic
quantity calculated as the first depth at which the density
jump with respect to the surface is the equivalent of
0.28C. The boundary layer thickness in the KPP model
is usually close to MLD since vertical mixing is strong
in the boundary layer.

Diagnosis of boundary layer thickness (hb) in HY-
COM is based on the bulk Richardson number:

[B 2 B(z)]drRi 5 , (1)b 2 2[v 2 v(z)] 1 V (z)r t

B(z) 5 g[a(T , S ) 2 b(T , S )], (2)s s s s

1/2C (2b )y T2 21/2V (z) 5 (c «) dNw , (3)t s s2Ri kc

1/2g ]r
N 5 , (4)1 2r ]zo

2]r/]T
a(T , S ) 5 , (5)s s ro

]r/]S
b(T , S ) 5 . (6)s s ro

The reader is referred to the appendix for a brief de-
scription of each symbol used in the formulations
throughout the paper. In (1) the subscript r denotes ref-
erence values, and the two terms in the denominator
represent the influence of resolved vertical shear and
unresolved turbulent velocity shear, respectively. Ref-
erence values are averaged over the depth range «d,
where « 5 0.1. At depth d 5 hb, the reference depth
«hb represents the thickness of the surface layer where
Monin–Obukhov similarity theory applies. In practice,
if the first model layer is more than 7.5-m thick, ref-
erence values in (1) are set to the layer 1 value. Oth-
erwise (e.g., in the Black Sea, with a 3-m top layer),
averaging is performed over depth range «d. Note that
the expansion coefficients for temperature and salinity
in (2) are denoted as a(T, S) and b(T, S), respectively.

The scalar turbulent velocity scale, ws, in (3) is es-
timated as follows:

3 3 1/3 1/3w 5 k(a u* 1 c ksw*) → k(c ks) w*s s s s

for s , «, (7)
3 3 1/3 1/3w 5 k(a u* 1 c k«w*) → k(c k«) w*s s s s

for « # s , 1, (8)

where as and cs are constants, w* 5 (2B f h)1/3 is the
convective velocity scale with B f being the surface
buoyancy flux, and s 5 d/hb. Expressions to the right
of the arrows represent the convective limit. In HY-
COM, ws values are stored in a two-dimensional lookup
table as functions of and s to reduce calculations.3 3u w* *

The surface boundary layer thickness is the depth
range over which turbulent boundary layer eddies can
penetrate before becoming stable relative to the local
buoyancy and velocity. It is estimated as the minimum
depth at which Rib exceeds the critical Richardson num-
ber of Ric 5 0.3. Moving downward from the surface,
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Rib is calculated for each layer. When the first layer is
reached where Rib . 0.3, hb is estimated by linear in-
terpolation at Rib between the central depths of that layer
and the layer above.

If the surface forcing is stabilizing, the diagnosed
value of hb is required to be smaller than both the Ekman
length scale ( )and the Monin–Obukhov length scaleh*e
(L). In this case, we introduce a stable depth (h*). The
stable depth parameterization used in HYCOM is adopt-
ed from a layered ocean model embedded with a mixed
layer submodel (Wallcraft et al. 2003; Kara et al. 2003b)
as follows:

h* 5 min(L, h*), (9)e

3L 5 u*/(0.4B ), (10)f

h* 5 0.7u*/f̂, (11)e

2u* 5 t /r , (12)a 0

ga(T , S )Qs s aB 5 2 1 gb(T , S )(E 2 P)S , (13)f s s sr Co w

f 5 2V sinf, (14)
1f̂ 5 max(| f |, f ), (15)

where the surface buoyancy forcing (B f ) includes con-
tributions from both heat flux (Qa) and salinity flux (E
2 P). Positive (negative) buoyancy flux indicates a
buoyancy loss (gain).

b. Sea surface height

The sea surface height (SSH) in HYCOM is a di-
agnostic quantity described as follows:

1
SSH 5 (M 1 a p), (16)prefg

M5 pa 1 gz, (17)p

1
a 5 , (18)p r 0

where M is the Montgomery potential, apref is a reference
value of specific volume taken as 1023 m3 kg21, and p
is barotropic pressure. The Montgomery potential (M)
is also a diagnostic model field, based on density and
layer thickness, that appears on the right-hand side of
the momentum conservation equation (as a pressure gra-
dient or Montgomery potential gradient) as follows:

2]u u ]t a1 = 1 (z 1 f )k 3 u 5 2=M 2 g , (19)
]t 2 ]p

]y ]u
z 5 2 , (20)

]x ]ys s

] ]
= 5 i 1 j. (21)

]x ]y

In the momentum conservation equation the effects of
the atmospheric pressure gradient are neglected. The
relative vorticity (z) is written in (x, y, s) coordinates,
where s is a generalized vertical coordinate. Subscript,
s, in (20) shows it is held constant during partial dif-
ferentiation. Distances in x, y direction, as well as their
time derivatives, u and y, respectively, are measured in
the projection onto a horizontal plane.

c. Surface energy balance

Prior to executing the KPP algorithm, surface fluxes
of thermodynamical variables and momentum are dis-
tributed entirely over the uppermost model layer, with
the exception of penetrating shortwave radiation. Pre-
viously, the two-component (red and blue light) expo-
nential decay model of Jerlov (1976) was used to cal-
culate penetrating shortwave radiation in the original
HYCOM code (Halliwell 2004). The depth of penetra-
tion was a function of water clarity represented by the
Jerlov water type. The water type was assigned integer
values from 1 through 5, with 1 representing the clearest
water; however, the same value is used at all grid points
for all time. This does not work in the Black Sea because
the remotely sensed attenuation depths (see section 2)
clearly revealed that attenuation of kPAR can be highly
variable over the Black Sea. With the new solar radiation
penetration scheme (Kara et al. 2005a; Kara et al.
2005b), shortwave radiation can penetrate to deeper lay-
ers, with the penetration depth depending on water clar-
ity as determined from the spatial and temporal varying
attenuation depths from the Sea-WiFS data.

4. Black Sea model

The Black Sea model setup is introduced in Kara et
al. 2005a in detail. Therefore, only a brief summary is
provided here. The hybrid coordinate approach is ac-
complished using a hybrid-generator. The original re-
mapper in HYCOM assumed that each field was con-
stant in the vertical within each layer (Bleck 2002).
When remapping layers that are far from isopycnal this
approach can lead to excessive diffusion. The current
remapper, as used in this paper, allows the profile to
vary linearly across a layer if the layer is not close to
being isopycnal, which significantly reduces diffusion.

a. General features

The model has a 1⁄258 3 1⁄258 cos(lat), (latitude 3 lon-
gitude) square mercator grid. Average grid resolution is
3.2 km in the Black Sea, ranging from a minimum of
3.05 km to a maximum of 3.37 km based on the square
Mercator grid with 1⁄258 resolution on the equator. There
are 15 hybrid layers in the vertical, and the target density
(st) values corresponding to layers 1 through 15 are
6.00, 9.00, 10.00, 11.00, 12.00, 12.80, 13.55, 14.30,
15.05, 16.20, 16.80, 16.95, 17.05, 17.15, and 17.20,
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respectively. The top target densities are chosen to cre-
ate fixed depth layers near the surface. The bottom to-
pography (Fig. 1) is derived from the 1-min subregion
of the Naval Oceanographic Office’s (NAVOCEANO)
Digital Bathymetric Data Base-Variable resolution
(DBDB-V) data.

In the Black Sea model, the climatology is used only
for initialization and surface salinity relaxation. The
model is initialized using the temperature and salinity
profiles from the Modular Ocean Data Assimilation Sys-
tem (MODAS; Fox et al. 2002). These climatological
temperature and salinity fields are formed using a bi-
monthly temporal interval (Fig. 6).

b. Atmospheric forcing

The model reads in the following time-varying at-
mospheric forcing fields: wind stress, wind speed, and
thermal forcing (air temperature, air mixing ratio, short-
wave radiation, and net solar radiation). In this paper,
the HYCOM simulations use wind/thermal forcing
based on two different archived weather center products:
1) ECMWF Re-Analysis (ERA) monthly climatology
(formed over 1979–93) at a grid resolution of 1.1258 3
1.1258, and 2) operational NOGAPS monthly climatol-
ogy (formed over 1998–2002) at a grid resolution of 18
3 18.

All model simulations are performed using climato-
logical monthly mean forcing fields interpolated to daily
values. However, a high-frequency component (6 h) is
added to the climatological wind forcing (Kara et al.
2005a). The net surface heat flux in the model includes
effects of turbidity through the model monthly kPAR

fields based on SeaWiFS (see section 2). Latent and
sensible heat fluxes at the air–sea interface are calcu-
lated based on model SST using efficient and compu-
tationally inexpensive bulk formulas that include the
effects of dynamic stability (Kara et al. 2002) at each
model time step. Shortwave and longwave radiation are
obtained from ECMWF or NOGAPS. A longwave ra-
diation correction is used in the simulations as described
in Kara et al. (2005b) in detail.

The model treats rivers as a runoff addition to the
surface precipitation field. The flow is first applied to a
single ocean grid point and then smoothed over sur-
rounding ocean grid points, yielding a contribution to
precipitation in m s21. In the Black Sea model, there
are six major rivers, and we have compared monthly
mean river discharge values obtained from various
sources (Fig. 7). A brief explanation for each dataset is
given here. The River Discharge (RivDIS) dataset (Vö-
rösmarty et al. 1997) contains monthly discharge mea-
surements. The monthly mean discharge in m3 s21 was
derived by summing all available discharge measure-
ments for a particular month and dividing by the number
of measurements. The University Corporation for At-
mospheric Research (UCAR) database contains real-
time monthly averaged river discharges. A problem with

this dataset is that the measurements are often some
distance from the mouth of the river. The NRL river
database mainly comes from the RivDIS and Perry et
al. (1996) datasets. The latter had one mean value for
each river but the set was converted to monthly values
to be used in real-time ocean modeling studies at NRL.
The annual mean flow values reported by Perry et al.
(1996) were compiled from different sources published
in the literature (e.g., Milliman and Meade 1983; Kempe
et al. 1991; Meybeck 1988; Dynesius and Nilsson 1994).
Based on a statistical analysis (not shown) it was found
that there is a good agreement between RivDIS and
other datasets. The RivDIS dataset is used here because
it gives river discharge values at the mouth of the river.

c. Model simulations

The climatologically forced model simulations use
three different kPAR values. For experiment 1, spatially
and monthly varying kPAR values interpolated to the HY-
COM grid are used. In experiment 2, all of the solar
radiation is absorbed in the mixed layer by using a very
large kPAR value of 99.9 m21. For experiment 3, the water
turbidity over the Black Sea is set to a constant, kPAR 5
0.06 m21, which is a representative value for clear water
(e.g., Kara et al. 2004). Simulation experiments 1, 2,
and 3 use wind/thermal forcing from ECMWF, while
experiments 4, 5, and 6 are essentially twins of exper-
iments 1, 2, and 3 but use wind/thermal forcing from
NOGAPS.

The clear water assumption is used to assess the im-
pact of turbidity in the Black Sea simulations. It also
demonstrates the consequences if the Black Sea model
were included as part of a global model which assumes
clear water everywhere. Using two different atmospher-
ic products in forcing the model simulations helps us
assess the sensitivity to choice of atmospheric forcing
product and the relative impact and type of impact due
to turbidity and differences between forcing products.
In experiments 3 and 6, the e-folding penetration depth
of is 16.7 m with 95% absorption by 50-m depth.21kPAR

Experiments 2 and 5, which assume all radiation ab-
sorbed at the sea surface, represent the traditional
OGCM approach (e.g., Yuen et al. 1992).

5. Water turbidity effects on upper-ocean
quantities

Using the model simulations introduced in section 4c,
we first investigate water turbidity effects on the sea-
sonal variability of the basinwide mean heat flux and
mixed layer flux over the Black Sea (Fig. 8). The mixed
layer flux is the heat flux absorbed in the mixed layer
in the model simulations. The difference between the
two is the shortwave radiation absorbed below the mixed
layer. Since experiment 2 (ECMWF wind/thermal forc-
ing) and experiment 5 (NOGAPS wind/thermal forcing)
assume all radiation absorbed at the sea surface, bas-
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FIG. 6. Basin-averaged bimonthly potential temperature, salinity, and potential density profiles obtained from the MODAS climatology
used in the model initialization. Climatology for the Black Sea model is output at 27 depth levels ranging from 0 to 2200 m. As explained
in Kara et al. (2005a), a simple linear extrapolation was applied to the temperature and salinity profiles, so that they could be extended
below 1750 m because the MODAS climatology does not have any profile below that depth. This linear extrapolation is reasonable given
the fact that temperature and salinity of the deep water masses do not change very much on the climatological time scales so they can be
considered as quasi-steady.

inwide mean heat flux equals the mixed layer flux, so
they are not shown.

As expected, the basinwide annual mean heat flux is
zero for each simulation (see Fig. 8) because any closed
domain must have zero net heat flux at equilibrium. The
bulk heat flux approach converts any initial nonzero
annual net heat flux adjustment into SST adjustments

that tend to reduce the annual heat flux imbalance. Al-
though basinwide mean heat flux is zero for each sim-
ulation, heat flux values throughout the year are different
for each simulation because the model-calculated sen-
sible and latent heat fluxes, which are based on model
sea surface temperature, are different. There is usually
heat loss from October through mid-March in all sim-
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FIG. 7. Climatological monthly mean flow values (m3 s21) obtained from three datasets for
the rivers used in the HYCOM Black Sea simulations: (a) Danube, (b) Dniepr, (c) Rioni, (d)
Dniestr, (e) Sakarya, and (f ) Kizilirmak. (a)–(f ) Note that the y-axis scaling is different for each.
Sources for these datasets and time periods during which climatological river discharges were
constructed are given in Kara et al. (2005a). The NRL dataset is similar to RivDIS except for a
scale factor to correct the annual mean.

ulations. The mixed layer flux is almost identical to the
mean heat flux at the sea surface during this time period.
On the contrary, there is usually a heat gain from mid-
March through September, and the net heat flux reaches
its maximum in summer, due mostly to the large short-
wave radiation (see Figs. 5g,h). The mixed layer flux
amplitude is clearly different when using spatially and
temporally varying attenuation depths in experiment 1
in comparison to the clear water constant solar atten-
uation depth case (experiment 3) both of which use the
same ECMWF wind/thermal forcing. In the latter, there
is less mixed layer flux in summer. Similarly, a com-

parison of experiments 4 and 6 reveals the same type
of result.

Figure 9 shows basinwide mean differences between
the net flux at the sea surface and the mixed layer flux
calculated for each simulation. The difference is much
larger in experiment 3 than experiment 1, similarly for
experiment 6 versus experiment 4. Thus, the use of the
constant clear water attenuation depth clearly results in
greater solar penetration flux below the mixed layer than
the simulations which use SeaWiFS-based spatially and
temporally varying attenuation depths, regardless of
which atmospheric forcing is used. Overall, the basin-
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FIG. 8. Climatological Black Sea–wide mean heat flux and the
portion absorbed in the mixed layer: (a) experiment 1, which uses
ECMWF wind/thermal fluxes and kPAR as processed from SeaWiFS
ocean color data, (b) experiment 3, which uses ECMWF wind/thermal
forcing and a clear water constant kPAR value of 0.06 m21, (c) ex-
periment 4, which uses NOGAPS wind/thermal fluxes and kPAR from
SeaWiFS, and (d) experiment 6, which uses ECMWF wind/thermal
forcing and a clear water constant kPAR value of 0.06 m21. (a)–(d)
The difference between the two curves is the shortwave radiation
absorbed below the mixed layer.

FIG. 9. Climatological Black Sea–wide mean shortwave radiation
absorbed below the mixed layer for the simulations shown in Fig. 8:
(a) experiments 1 and 3 when HYCOM was forced with ECMWF
wind/thermal fluxes, and (b) experiments 4 and 6 when HYCOM was
forced with ECMWF wind/thermal fluxes. The difference between
the net heat flux and mixed layer flux for experiments 2 and 5 is zero
because both simulations assume all radiation absorbed at the sea
surface, so they are not shown. The basin-averaged annual mean
differences are 17 and 41 m22 for experiments 1 and 3, and they are
19 and 48 m22 for experiments 4 and 6.

FIG. 10. Basin-averaged climatological mean MLD in the Black
Sea: (a) experiments 1, 2, and 3 when HYCOM was run with ECMWF
wind/thermal forcing, and (b) experiments 4, 5, and 6 when HYCOM
was run with NOGAPS wind/thermal forcing. The climatological
mean MLD was formed using model years 5–8. Basin-averaged an-
nual mean MLD values are 18.3, 17.5, and 21.7 m for experiments
1, 2, and 3, respectively. Similarly, they are 18.0, 17.0, and 22.1 for
experiments 4, 5, and 6, respectively. There are 6 days between model
diagnostic values.

wide difference between the net heat flux at the sea
surface and mixed layer flux can be as large as 50 W m22

for experiments 1 and 4 (100 W m22 for experiments
3 and 6) during summer months.

The impact of water turbidity on MLD predictions is
shown in Fig. 10, demonstrating that the clear water
constant solar attenuation depth assumption results in
relatively deep MLDs in comparison to the standard
simulations. As expected, the largest differences are
seen in winter and early spring (Fig. 11) because MLD
is usually deep during these seasons. Although MLD
differences are relatively small from May to October,
this does not mean that water turbidity has little effect
on the model simulations. This can be explained in terms
of a buoyancy flux [Eq. (13)], which assesses the influ-
ence of the atmosphere on the ocean. Changes in upper-
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FIG. 11. Basin-averaged climatological mean MLD differences
between the simulations shown in Fig. 10.

FIG. 12. The same as in Fig. 10 but for the buoyancy flux. Note
that values on the y axis must be multiplied by 1029 to obtain actual
buoyancy flux values. There are 6 days between model diagnostic
values.

FIG. 13. Basin-averaged climatological mean buoyancy flux
differences between the simulations shown in Fig. 12.

ocean buoyancy occur when the temperature (salinity)
changes due to fluxes of heat (freshwater). A buoyancy
gain by the Black Sea is evident from March through
September, revealing that the upper ocean stabilizes
(Fig. 12) because this causes an increase in stratification.
In contrast, the net buoyancy flux tends to destabilize
the ocean surface layer in other months, especially in
winter. While there are no significant differences in
MLD between experiments 1 and 2 (or experiments 4
and 5) in summer, large differences exist in net buoy-
ancy flux (Fig. 13), that is, differences due to absorbing
all radiation at the sea surface versus using the monthly
kPAR climatology from SeaWiFS data. This is especially
evident in summer. Differences in buoyancy flux mag-
nitudes also result in changes in density. For example,
buoyancy flux from experiment 1 (experiment 4) is sig-
nificantly less than that from experiment 3 (experiment
6) during October and November, demonstrating that
the density is reduced when using the clear water con-
stant solar attenuation depth assumption. As expected,
such changes in density affect stratification near the sea
surface. Thus, the decrease in density due to the increase
in the buoyancy flux is an obvious example of the impact
of water turbidity on the upper-ocean stability.

The basin-averaged buoyancy flux [see Eq. (13)] is
further analyzed in order to discuss the relative contri-
butions of heat (thermal) and salt (haline) fluxes at the
ocean surface. The ratio (R) of the thermal and haline
flux components is given by R 5 | a(T s ,S s )Q a /
roCwb(TsSs)(E 2 P)Ss | . Relatively large difference in
the net surface buoyancy fluxes between experiments 1
and 2 (similarly, between experiments 4 and 5) is a clear
effect of heat flux rather than freshwater flux because
(a) buoyancy is much more sensitive to variations in
heating, and (b) salinity flux is not very sensitive to the

water turbidity (Table 2). The thermal buoyancy flux
clearly dominates over the haline buoyancy flux in al-
most all months as evident from very large buoyancy
ratio values (R k 1) in all months except March and
April. The freshwater flux determines buoyancy in
March (R K 1); however, the ratio becomes order of
unity when using the clear water constant depth atten-
uation assumption (experiments 3 and 6), that is, heat
and freshwater fluxes are of the same magnitude.

As an example, thermal and haline surface buoyancy
fluxes from experiment 4 are shown along with the
buoyancy ratio values (Fig. 14). It is noted that strati-
fication is usually strong, and the buoyancy flux values
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TABLE 2. Components of the basin-averaged monthly mean buoyancy flux in the Black Sea: surface buoyance due to net heat flux (thermal)
and surface buoyancy due to net freshwater flux (haline). All values must be multiplied by 1029. Also given are buoyance ratio [R 5
Bf(thermal)/Bf(haline)] values, demonstrating the relative impact on upper-ocean buoyancy of heating and salinity effects, where |R| ø 1
explains that the buoyancy appears to be equally affected by heating and salinity effects. Note that the lack of basin-averaged annual mean
buoyancy flux balance is due to the fact that the conversion from heat to buoyancy depends on sea surface temperature and sea surface
salinity varying significantly from winter to summer, and the basinwide average of buoyancy flux is a weighted sum of thermal and haline
fluxes.

Month

Buoyancy flux (thermal)

Expt 1 Expt 2 Expt 3

Buoyancy flux (haline)

Expt 1 Expt 2 Expt 3

Buoyancy flux ratio (|R|)

Expt 1 Expt 2 Expt 3

Jan
Feb
Mar
Apr
May
Jun

47
19

1
225
247
256

44
16

21
231
260
274

61
27

9
215
234
244

12
5

28
218
214
213

12
4

28
218
213
213

10
3

29
220
215
214

3.9
3.8
0.1
1.4
3.4
4.3

3.7
4.0
0.1
1.7
4.6
5.7

6.1
9.0
1.0
0.8
2.3
3.1

Jul
Aug
Sep
Oct
Nov
Dec

248
221

8
39
54
58

265
234
22
33
48
53

238
215

12
51
76
76

210
25
21
22

1
9

210
25
21
22

1
9

211
26
23
22

4
10

4.8
4.2
8.0

19.5
54.0

6.4

6.5
6.8
2.0

16.5
48.0

5.9

3.5
2.5
4.0

25.5
19.0

7.6

Expt 4 Expt 5 Expt 6 Expt 4 Expt 5 Expt 6 Expt 4 Expt 5 Expt 6

Jan
Feb
Mar
Apr
May
Jun

47
19

1
225
247
256

52
21

26
243
261
275

74
36

9
224
234
245

9
3

29
218
215
213

9
3

28
218
213
213

10
3

29
219
215
214

5.2
6.3
0.1
1.3
3.1
4.3

5.8
7.0
0.8
2.4
4.7
5.8

7.4
12.0

1.0
1.2
2.3
3.2

Jul
Aug
Sep
Oct
Nov
Dec

248
221

8
39
54
58

268
230
22
33
50
63

239
212

14
62
86
91

210
26
22
23
22

6

29
25
21
24
22

6

210
28
25
24

1
6

4.8
3.5
4.0

13.0
27.0

9.7

7.6
6.0
2.0
8.3

25.0
10.5

3.9
1.5
2.8

15.5
86.0
15.2

FIG. 14. The basin-averaged thermal and haline buoyancy fluxes
from experiment 4 (wind/thermal forcing are from NOGAPS), which
uses spatial and temporal varying attenuation depths. Buoyancy ratio
[B f (thermal)/B f (haline)] values are also shown. There are 6 days
between model diagnostic values.

are usually on the order of 1028 in the Black Sea. Thus,
the convection does not usually extend to greater depths
when exposed to buoyancy loss of these magnitudes.
As an example, Marshall and Schott (1999) explained
that buoyancy forcing needs to be on the order of .1027

for convection to reach depth ø2 km, which is not the
case for the Black Sea.

The impact of water turbidity on surface currents is
now examined during February and June. These two
months are chosen primarily because (i) the difference
between the net surface heat flux and mixed layer flux
is very large in June (see Fig. 9), and (ii) the clima-
tological MLD is deeper than the DC in some regions
(e.g., in the western Black Sea) in February, and the
MLD is always shallower than the DC in June as shown
previously (see Fig. 5). All model results are presented
based on monthly means that are constructed from the
last 4 yr of the model simulations. At least a 4-yr mean
is needed because nondeterministic flow instabilities are
a major contribution to circulation features in HYCOM
Black Sea simulations at 3.2-km resolution.

There are differences in the number and magnitude
of the coastal eddies in the eastern part of the Black
Sea in February among all simulations (Fig. 15a). This
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FIG. 15. Mean surface layer currents (cm s21) overlain on mean sea surface heights (cm) averaged over 4 yr (model yr 5–8) in the Black
Sea: (a) Feb and (b) Jun. Simulation experiments 1, 2, and 3 were forced with ECMWF wind and thermal fluxes, and simulation experiments
4, 5, and 6 were forced with NOGAPS wind and thermal fluxes. The length of the reference velocity vector is 15 cm s 21.

is especially evident when using spatially and tempo-
rally varying attenuation depths as opposed to clear wa-
ter constant solar attenuation depths (i.e., experiment 1
versus experiment 3 and experiment 4 versus experi-
ment 6). The use of a clear water constant solar atten-
uation depth results in more eddies. While there are no
significant differences in the sea surface currents and
SSH values when comparing standard cases to all ra-
diation at the surface cases (i.e., experiments 2 and 5)
on the annual time scales (see Kara et al. 2005a), it is
clear that there are differences in February, and this is
especially true for the simulations forced with NOGAPS
wind and thermal fluxes. For example, the Sinop eddy

in experiment 4 is not as strong as the one in experiment
5, and there are two small eddies in experiment 4. The
cyclonic western gyre with relatively large and negative
SSH values is evident in both standard simulations. In
the case of ECMWF versus NOGAPS wind/thermal
forcing, SSH values in experiment 1 in the western gyre
are smaller than those in experiment 4 by 10 cm. The
anticyclonic Trabzon eddy in the easternmost Black Sea
exists in experiment 1 in February but it is not seen in
experiment 4, showing the impact of using different
atmospheric forcing on the model simulations.

The effects of water turbidity on the upper-ocean cir-
culation are easily seen in June (Fig. 15b) as the DC is
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much deeper than the MLD (ø3 m) over the Black Sea,
and shortwave radiation is very large (see Figs. 5g,h).
The location and magnitude of the Sinop eddy remains
the same regardless of the water turbidity when using
ECMWF wind/thermal forcing (experiments 1, 2, and
3); while the same is not true for the NOGAPS wind/
thermal forcing cases. Absorption of all radiation at the
sea surface (experiment 5) and the use of clear water
constant solar attenuation depth value of ø17 m (ex-
periment 6) yields a different current structure off Sinop.
The anticyclonic Batumi eddy in the easternmost Black
Sea is evident in experiments 1 and 4 with slightly dif-
ferent locations. In general, as in the winter case, the
shallow northwestern part of the region has a limited
number of eddies in comparison to other regions of the
basin, although the anticyclonic Sevastopol eddy west–
southwest of the Crimea Peninsula is seen in all of the
simulations with varying strength. As indicated in Oguz
and Besiktepe (1999), who examined hydrographic data,
the Rim Current system, the cyclonic gyres of the in-
terior, and a series of anticyclonic eddies around the
periphery are fundamental features of the summer–au-
tumn circulation in the Black Sea. The Rim Current
usually flows cyclonically along the periphery of the
basin, confined over the steepest topographic slope.
These are evident in all of the HYCOM simulations.

6. Evaluation of seasonal HYCOM SSH variability

In this section, a monthly mean SSH anomaly cli-
matology is introduced to validate SSH from HYCOM.
The climatology is constructed using all available sat-
ellite altimeter data from the beginning of 1993 to the
end of 2002 as obtained from analyses like the daily
operational MODAS 2D SSH (Fox et al. 2002) except
that these analyses are performed later when data cen-
tered about the analysis time and better altimeter orbits
are available. Later, monthly mean SSH anomalies from
HYCOM are compared with these newly developed cli-
matological fields.

a. Monthly SSH anomaly climatology for the Black
Sea

The climatology presented here is based on a merger
of the TOPEX/Poseidon (T/P) satellite (January 1993–
August 2002), the European Earth Remote-Sensing
ERS/ENVISAT satellite (January 1995–onward) and the
U.S. Navy Geosat Follow-On GFO satellite (December
2000–onward). The ground tracks of the three altimeters
in the Black Sea and surrounding areas are shown in
Fig. 16a. The repeat periods are approximately 10 days
for T/P, 35 days for ERS, and 17 days for GFO. It should
be noted that Jason tracks are the same as TOPEX/
Poseidon. The satellite data used here are obtained from
the altimeter products released by the operational real-
time U.S. Navy system available online on the web
(http://www.ocean.nrlssc.navy.mil/altimetry).

Altimetric deviations from their mean are obtained
by using SSHaltimeter 5 altimeter measurement 2 ^altim-
eter measurement&alt , where ‘‘^ &alt’’ refers to an aver-
aging over the altimeter data collection period from
1993 to 2002. This is done for T/P but the averages for
the other two satellites over their more limited time
interval are modified by referencing them to the T/P
mean (e.g., Jacobs and Mitchell 1997). Daily SSH es-
timates start with an optimal interpolation of the altim-
eter datasets onto a ¼8 3 ¼8 (latitude 3 longitude) grid
in the Black Sea to develop a field of height deviation
from the altimetric mean. The ground tracks show spa-
tial gaps that are sometimes wide enough that mesoscale
features may lie between them even when data from all
three satellites are available. Thus, the space–time in-
terpolation is not trivial for a given day. An optimal
interpolation procedure used for obtaining daily SSH
anomaly values is strongly dependent on the covariance
function that is essential for calculating SSH anomalies
at grid points that are far from the satellite ground tracks
(Jacobs et al. 2001).

The monthly anomaly climatology is obtained after
subtracting the annual mean from each month. The orig-
inal daily SSH values are relative to an altimeter mean
(i.e., anomaly with respect to the altimeter mean at each
grid point). Using these daily values, we first formed a
monthly and an annual mean SSH climatology. We then
subtracted the annual mean from the February and June
SSH climatologies (i.e., anomaly with respect to the
annual mean at each grid point) to obtain monthly cli-
matologies shown in Fig. 16b.

The February SSH anomaly climatology for the Black
Sea is dominated by negative anomalies, ranging from
25.7 to 0.3 cm. Negative anomalies are typical of the
winter months, while SSH anomalies are positive over
most of the Black Sea in summer. The SSH anomaly
also has a large range in summer, with the largest being
in June when the SSH anomaly ranges from 20.2 to
11.9 cm. Negative SSH anomalies again dominate the
Black Sea after summer (e.g., in October). The cycle of
predominantly positive and negative anomalies repre-
sents the steric signal due to seasonal heating and cool-
ing in the climatology. The regions of the highest sea
level variability usually overlay the locations of the qua-
si-permanant features such as the anticyclonic Batumi
eddy located in the easternmost part of the Black Sea,
and the anticyclonic Sevastopol eddy centered at around
448N, 318E, both in June. These features are also evident
in the standard HYCOM simulations (see Figs. 15a and
15b). Overall, the reader is cautioned that the clima-
tology is smooth because the optimal interpolation was
performed on a ¼8 3 ¼8 grid using length scales of 60–
100 km in the Black Sea.

Figure 17 shows daily time series (1993–2002) used
in constructing the monthly anomaly climatology at var-
ious locations. These generally show the robust cycle
with positive anomalies in summer and negative in the
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FIG. 16. (a) Altimeter repeating ground tracks around the Black Sea from 1993 to 2003: T/P and Jason-1 (red), ERS/ENVISAT (blue), and
Geosat/GFO (green). (b) SSH anomaly climatologies in Feb, Jun, and Oct. (c) Rms difference values between monthly mean HYCOM SSH
anomalies and monthly mean SSH anomalies from analyses of satellite altimeter data during 1993–2002. For the model–data comparisons,
we first calculated monthly mean SSH values using daily postoperational MODAS 2D altimeter SSH anomalies relative to a 10-yr mean
during 1993–2002. We then substracted the annual mean of these new fields from each month to obtain a monthly mean SSH anomaly
climatology. It is noted that in ‘‘SSH anomaly,’’ anomaly refers to the deviation from the altimetric mean SSH signal averaged over the
altimeter measurement period of 1993–2002, while in ‘‘monthly mean SSH anomaly climatology,’’ anomaly refers to the difference from
the annual mean of daily analyses of altimeter height anomalies.
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FIG. 17. Daily SSH anomaly values obtained from optimal interpolation of the altimeter datasets at various locations in the Black Sea.
Also included are least squares lines and 1-yr running averages. Note that the x axis is labeled starting from the beginning of each year.

winter. There is a positive trend in sea level at locations
in the interior of the Black Sea.

b. Model–data comparisons

Model–data comparisons are made to measure the
performance of HYCOM in predicting climatological
SSH anomaly over the seasonal cycle. This is done for
each model simulation separately because our purpose
is to determine sensitivity of HYCOM SSH prediction
to water turbidity.

Before performing any model–data comparisons, the
SSH anomaly climatology which originally had a grid
resolution of ¼8 3 ¼8 was interpolated to the model
grid, and the trend was removed. HYCOM is quasi mass
conserving, so its basinwide mean SSH is not constant.
This allows a basin-averaged seasonal steric signal.
Thus, the climatology presented in section 6a is roughly
consistent with HYCOM. The monthly means were con-
structed using daily HYCOM SSH fields over the last
4 yr (model years 5–8) of the climatologically forced

simulation and the daily altimetric SSH analyses over
1993–2002. In both cases, the annual mean was sub-
tracted from the monthly mean, and the differences were
calculated using the ¼8 altimetric analyses interpolated
to the model grid.

The root-mean-square (rms) difference between
monthly mean SSH values from the climatologically
forced HYCOM simulations and those from the alti-
metric climatology described in section 6a is calculated
at each model grid point over the Black Sea (Fig. 16c).
Overall, the rms differences are smaller for the standard
simulations (i.e., experiments 1 and 4) that use Sea-
WiFS-based space–time-varying attenuation depths in
comparison to the other simulations. In particular, the
basin-averaged rms differences are 3.9, 5.4, and 5.7 cm
for experiments 1, 2 and 3. Similarly, they are 3.7, 5.3,
and 5.9 cm for experiments 4, 5, and 6, respectively.
Simulations that use clear water constant solar attenu-
ation depths (i.e., experiments 4 and 6) result in the
worst SSH predictions. In comparison to the standard
simulations, it is also clear that absorbing all radiation
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at the sea surface (i.e., experiments 2 and 5) yields a
relatively large rms difference, and this is true when
using both ECMWF wind/thermal forcing and NO-
GAPS wind/thermal forcing.

The model success in predicting SSH is especially
evident from the standard simulations in the easternmost
Black Sea where the Batumi and Trabzon eddies are
usually present. The rms differences are as small as 1
cm in this region. In general, the use of atmospheric
forcing from NOGAPS rather than ECMWF yields the
best SSH simulations by HYCOM, although the differ-
ences between the two are small if one compares basin-
averaged rms differences (3.9 cm for experiment 1 ver-
sus 3.7 cm for experiment 4).

Previously, monthly mean SST from HYCOM was
compared to the ⅛8 Pathfinder SST climatology, and it
was found that SST rms differences were not large when
using the monthly varying attenuation depths as op-
posed to the simulation which assumes all radiation ab-
sorbed at the sea surface (Kara et al. 2005b). In contrast,
it is clear from the results presented here that there are
large differences in the accuracy of the seasonal SSH
variability between the simulations assuming absorption
of all radiation at the surface or using the clear water
assumption, and the standard simulations using monthly
mean turbidity fields from SeaWiFS.

7. Summary and conclusions

In this paper we examined the effects of water tur-
bidity on the heat and buoyancy fluxes, mixed layer
depth (MLD), sea surface height (SSH), and sea surface
currents in the Black Sea using a Hybrid Coordinate
Ocean Model (HYCOM) with ø3.2 km resolution. A
monthly mean attenuation of photosynthetically avail-
able radiation (kPAR) climatology derived from the re-
motely sensed Sea-Viewing Wide Field-of-View Sensor
(SeaWiFS) data during 1997–2001 is introduced for the
Black Sea. It is then used for parameterization of the
solar radiation penetration in HYCOM.

Six HYCOM simulations were performed with no
assimilation of any oceanic data except initialization
from climatology and relaxation to climatological sea
surface salinity. These simulations use wind and thermal
forcing from two different operational weather predic-
tion models (ECMWF and NOGAPS). They are used
to explain the importance of using spatial and temporal
attenuation depths (experiments 1 and 4) as opposed to
using a clear water constant solar attenuation depth
(ø16.7 m) assumption (experiments 3 and 6) or ab-
sorption of all radiation at the sea surface (experiments
2 and 5). This was discussed in relation to MLD, SSH,
and surface currents. The heat balance from the model
simulations demonstrated that the net heat loss/gain at
the sea surface was not small in winter/summer. Thus,
penetrative solar radiation is the major component of
the heat balance. Given that the mixed layer can be quite
shallow (as shallow as 3 m) during the summer, accurate

parameterization of solar extinction using spatial and
temporal solar attenuation depths is required in the
Black Sea. Photosynthetic sensitivity to the spectral
properties of shortwave solar radiation make it an even
more important atmospheric forcing parameter for ap-
plications to biological productivity in the Black Sea.

Prediction of upper-ocean quantities from the model
simulations clearly revealed that the dynamics of the
mixed layer are quite sensitive to solar radiation atten-
uation. Ignoring the use of spatial and temporal atten-
uation depths in the model simulation results in some
unrealistic features in the sea surface circulation on
monthly time scales. This is due partly to the fact that
stability of the upper ocean changes through the net
buoyancy flux. The Black Sea, characterized by rela-
tively weak stratification during winter, is not exposed
to intense buoyancy loss to the atmosphere, implying
that the convection does not usually mix surface waters
to a great depth. The buoyancy is much more sensitive
to variations in heating in the Black Sea. Thus, the heat
flux determines most of the buoyancy fluctuations in all
months except March on the climatological time scales.
The main difference in basin-averaged MLD between
experiments 1 and 3 (and similarly, between experi-
ments 4 and 6) occurred in the winter and early spring.
The model response to ECMWF or NOGAPS forcing
generally yielded similar results, indicating the impor-
tance of using monthly mean kPAR climatology in the
model for realistic predictions of upper-ocean quantities.

Finally, a monthly mean SSH anomaly climatology
based on satellite altimeter data was introduced for the
Black Sea. Major goals of constructing the climatology
were to 1) combine disparate satellite altimeter data
types and irregular sampling patterns, so that spatial and
temporal variability of SSH could be obtained, and 2)
provide a climatology that can be used for model–data
comparisons. The climatology was obtained from sea
level data observed by three satellite altimeters using
an optimal interpolation during 1993–2002. The model
was tested against the monthly mean SSH anomaly cli-
matology. For the seasonal cycle the basin-averaged rms
differences between HYCOM SSH obtained from sim-
ulations that use spatially and monthly varying atten-
uation depths and the climatological SSH were 3.9 (ex-
periment 1) and 3.7 cm (experiment 4). However, large
SSH rms difference values exist when all radiation is
absorbed at the sea surface in the model simulations
(5.4 cm for experiment 2 and 5.3 cm for experiment 5),
giving 38% and 43% increase in comparison to exper-
iments 1 and 4, respectively, or using a constant clear
water attenuation depth assumption (5.7 cm for exper-
iment 3 and 5.9 cm for experiment 6), giving 46% and
59% increase in comparison to experiments 1 and 4.
These results confirm that, given the small SSH anomaly
variability in the Black Sea, neglecting spatial and tem-
poral solar attenuation depth values in the model results
in unrealistic SSH predictions.
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APPENDIX

Symbol Definitions

as constant coefficient of fs (228.86)
B(z) mean buoyancy profile (m s22)
B f surface buoyancy forcing (m2 s23)
Br near-surface reference buoyancy (m s22)
cs constant coefficient of fs (98.96)
Cy ratio of interior N to N at he (a constant

between 1 and 2)
Cw specific heat of water (3990.5 J kg21 K21)
E evaporation (m s21)
f Coriolis parameter (s21)
f 1 f at 58N latitude (2.5 3 1025 s21)
f̂ maximum value of | f | or f 1

g gravitational acceleration (9.81 m s22)
hb boundary layer depth (m)
h* stable depth (m)
he entrainment depth (m)
h*e Ekman depth (m)
i unit vector in x direction
j unit vector in y direction
k unit vector in z direction
L Monin–Obukhov length (m)
M Montgomery potential (m2 s22)
N local buoyancy frequency (s21)
p barotropic pressure (N m22)

P precipitation (m s21)
R buoyancy ratio
Qa net heat flux at the sea surface (W m22)
Rib bulk Richardson number
Ric critical Rib number (0.3)
s generalized vertical coordinate
S salinity (psu)
Ss sea surface salinity (psu)
T temperature (8C)
Ts sea surface temperature (8C)
u wind component in x direction (m s21)
u horizontal velocity vector (m s21)
u* turbulent friction velocity (m s21)
y wind component in y direction (m s21)
v(z) boundary layer horizontal velocity profile

(m s21)
vr near-surface reference horizontal velocity

vector (m s21)
Vt(z) unresolved turbulent velocity shear profile

(m s21)
t time (s)
x eastward distance (m)
ws turbulent velocity scale for T and S (m s21)
w* convective velocity scale (m s21)
y northward distance (m)
z depth from the surface (m)
ap potential specific volume (kg21 m3)
apref reference value of ap (1 kg21 m3)
a(Ts, Ss) thermal expansion coefficient (8C21)
b(Ts, Ss) salt expansion coefficient (psu21)
bT ratio of entrainment flux to surface buoy-

ancy flux (20.2)
« nondimensional extent of the surface layer

(0.1)
k von Kármán constant (0.4)
V rotation rate of the earth (7.292 3 1025 s21)
f latitude (8)
fs nondimensional flux profiles for scalars
r density (kg m23)
r0 reference density (1000 kg m23)
s nondimensional vertical coordinate in the

boundary layer
st density (r 2 1000 kg m23)
t the wind- and/or bottom-drag induced shear

stress vector (N m22)
z relative vorticity (s21)
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